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Abstract:

Instead of a single, comprehensive federal privacy law, Congress has enacted a patchwork of laws recognizing and protecting individual’s privacy with some laws protecting categories of personal information and other ones applying to the use of personal information. These laws exist at the state, federal, and international level and have implications for individuals, as well as corporations and governments. The need for corporations to be able to access large markets, such as Europe, California and others more interested in protecting individual privacy, has the potential to ensure that even the most reluctant players will be forced to protect privacy. This paper will look at the complicated web of privacy laws and their repercussions for individuals and corporations. The ways we respond to new threats to privacy generated by the ubiquitous nature of modern technology and social media has the potential to significantly alter the ability of individuals and corporations to thrive.

On April 14, 2016, the European Parliament and Council of the European Union passed the General Data Protection Regulation[[1]](#footnote-1) (GDPR), which went into effect on May 25, 2018. This new European Union (EU) law addresses data protection and privacy for all individuals within the EU and the European economic area. For many, privacy protections are much needed and overdue as we increasingly trade our privacy for the convenience of modern technology. In this regard, many see the need for strict laws that provide individuals with greater power to control information about themselves. Certainly, this is important to Europeans and has been reflected in the GDPR, but it is also true for Americans. Yet, to date there is no coherent and comprehensive privacy laws in the United States (US). Instead, the US has opted for a patchwork of federal and state, constitutional and statutory privacy laws that emphasize the interests of corporations, often at the expense of individuals. In addition, many see an irreconcilable conflict between the right to privacy as articulated in the GDPR and the fundamental right to freedom of speech protected by the First Amendment to the US Constitution. As a result, a fundamental rift has developed between Europe and the US in regard to privacy protections and the desirability of a one-size-fits-all solution.

This paper starts from the premise that privacy is important, and worth protecting through international and regional laws, as well as through the domestic law of states. However, important questions remain about the extent to which Europe and/or California maybe able to impose a specific understanding of privacy on the rest of the globe. As we will see, these debates are currently playing themselves out in regard to the extraterritorial aspirations of the GDPR, as well as the current US federal privacy proposals. We stand on a precipice as modern technology continues to blur the line between public and private, and our laws struggle to keep pace. While it is tempting to pursue rigorous international and regional legal agreements, it is also important to recognize the privacy is a complex social practice that varies over time and space. The difference between Europeans and Americans in regard to privacy is just one example of the many ways in which individuals’ expectations of privacy are shaped by culture, history, architecture, and technology. The question remains, can the European model, or any other comprehensive privacy laws be constructed in such a way that recognizes these differences and provides the flexibility to respond to the ever-changing world in which we live.

**Privacy Laws in Europe**

As a result of differences in history, culture, and architecture, Europeans have a much different understanding of the need for privacy than others, particularly those in the US.[[2]](#footnote-2) In Europe, privacy is viewed as a fundamental right and “expressed in omnibus laws that regulate the public and private sectors…”[[3]](#footnote-3) The European Convention on Human Rights (ECHR), which became enforceable in 1953, provides the right of privacy and the protection of the freedom of expression. Article 8 of the ECHR states that “Everyone has the right to respect for his private life, his home and his correspondence’’ and “[t]here shall be no interference by a public authority with the exercise of this right…” Further, it is worth noting that the ECHR anticipated the potential for this right to conflict with other rights, including the freedom of expression. In this regard, Article 10 provides that “[e]veryone has the right to freedom of expression…” However, the exercise of this freedom can “…be subject to such formalities, conditions, restrictions or penalties as are prescribed by law and are necessary in a democratic society… for preventing the disclosure of information received in confidence…”[[4]](#footnote-4)

Besides individuals having a general right to privacy in Europe, they also have the right to privacy of their personal data. In 1995, the European Parliament and the European Council passed the Data Protection Directive[[5]](#footnote-5) (DPD) with the objective for member states to “… protect the fundamental rights and freedoms of natural persons, and in particular their right to privacy, with respect to the processing of personal data.”[[6]](#footnote-6) The DPD set out standards for the protection of data within the EU and required member states to enact their own national laws based on these standards.[[7]](#footnote-7)

The DPD applied to the processing of personal data where: 1) the processing was carried out by a controller[[8]](#footnote-8) established in the EU; or 2) the processing was carried out by a controller outside the EU on equipment located in the EU, unless the equipment was used only for purposes of transit through the EU.[[9]](#footnote-9) The DPD prohibited the transfer of personal data to countries outside of the EU that did not have “an adequate level of protection.”[[10]](#footnote-10) However, data could be transferred to a country that did not have an adequate level of protection, if the country’s laws were sufficient or the country had entered into agreements to protect “…the private lives and basic freedoms and rights of individuals.”[[11]](#footnote-11)

In order to modernize and harmonize the EU’s privacy laws and have “a one-stop-shop mechanism” to ensure a uniform and consistent application of data privacy laws in the EU member states, the Council of the European Union and the European Parliament, in April 2016, enacted the GDPR to replace the DPD, which became effective in May 2018.[[12]](#footnote-12) The GDPR replaced “28 different sets of national privacy laws” that were enacted by EU members in order to implement the DPD with one data privacy law applicable to all member states.[[13]](#footnote-13) The GDPR is intended to protect the “… fundamental rights and freedoms of natural persons and in particular their right to the protection of personal data.” [[14]](#footnote-14) Also, it is meant to “…strengthen the protection of the individual’s right to personal data protection, reflecting the nature of data protection as a fundamental right for the European Union.”[[15]](#footnote-15)

The GDPR applies to a person or entity, such as a corporation, that is established in the EU and controls or processes personal data inside and outside the jurisidicational boundaries of the EU.[[16]](#footnote-16) The GDPR uses the terms data controller and data processor. A data controller is natural or legal person, public authority, agency, or other body which, alone or jointly with others, determines the purposes or interests of processing personal data. A data processor is a natural or legal person, public authority, agency or other body which processes data on behalf of the data controller. The GDPR also applies to a person or entity that is not established in the EU, but processes data related to: 1) the offering of goods or services to individuals in the EU, even if a payment is not required; or 2) monitoring the behavior of these individuals, if the behavior occurs in the EU.[[17]](#footnote-17) However, the GDPR does not apply to processing of personal data: 1) by an individual in the course of a purely personal or household activity; and 2) by competent authorities to prevent, investigate, detect, or prosecute criminal offences or execute criminal penalties.[[18]](#footnote-18)

The GDPR reflects the emphasis on the individual in European privacy laws. Under the GDPR, individuals’ personal data cannot be collected or processed, unless they have given their explicit consent, which they can withdraw at any time.[[19]](#footnote-19) However, their information can be collected or processed without their consent in circumstances, such as complying with a legal obligation, protecting individuals’ vital interests, or performing a task carried out in the public interest.[[20]](#footnote-20) The GDPR also gives individuals the right to access and obtain copies of their personal data and to object to the collection and/or processing of their personal information. They also have the right to request to have inaccurate personal data corrected and incomplete information completed.[[21]](#footnote-21) Individuals also have the right to request that their personal information be deleted in certain circumstances, such as their personal data is no longer necessary in relation to the purposes for which it was collected, they withdraw their consent or objects to the processing of their data, or their data had been unlawfully processed.[[22]](#footnote-22) Upon request, individuals’ personal information must be permanently removed and deleted. However, personal data cannot be deleted for various reasons including where the data is necessary for exercising the right to freedom of expression or for public health, statistical, scientific, or historical research purposes.[[23]](#footnote-23) If an individual’s rights under the GDPR are infringed upon or violated, national regulators can assess a fine of up to 4 percent of a company’s or other entity’s total world-wide annual revenue for the preceding financial year or 20 million euros, whichever is higher.[[24]](#footnote-24) As we will see, the US does not provide the same level of protections for individuals, instead emphasizing corporations and business interests.

**Privacy Laws in the United States - Federal**

In the United States, there is patchwork of federal and state constitutional and statutory privacy laws, instead of a single comprehensive law. Although it is generally agreed that Louis D. Brandeis and Samuel D. Warren were the first to discuss the existence of a right to privacy in their 1890 law review article published in the *Harvard Law Review*,[[25]](#footnote-25) the full recognition of the right to privacy came much later. In 1960, Richard Prosser wrote a *California Law Review* article titled “Privacy,” which was subsequently entered into the Second Restatement of Torts at §§ 652A-652I (1977).[[26]](#footnote-26) Prosser mentions the Brandeis and Warren article and suggests that it was the first in a series of law review articles on the right to privacy, most of which agreed with Brandeis and Warren and supported the existence of a right to privacy. Prosser goes on to discuss the early cases addressing such a right.

By 1960 there were already more than 300 privacy cases in the books, leading Prosser to suggest that the “holes in the jigsaw puzzle have been largely filled in, and some rather in definite conclusions are possible.”[[27]](#footnote-27) He concludes that there is not just one common law tort related to a right to privacy, but a complex of four. “The law of privacy comprises four distinct kinds of invasion of four different interests of the plaintiff, up which are tied together by the common name, but otherwise have almost nothing in common.”[[28]](#footnote-28) He went on to discuss the following four torts:

1. Intrusion upon the plaintiff’s seclusion or solitude, or into his private affairs.
2. Public disclosure of embarrassing private facts about the plaintiff.
3. Publicity which places the plaintiff and a false light in the public eye.
4. Appropriation, for the defendant’s advantage, of the plaintiff’s name or likeness.[[29]](#footnote-29)

These categories of privacy have been embraced by the courts in different jurisdictions to varying degrees, and Prosser provides a detailed discussion of the relevant cases of the day.[[30]](#footnote-30) Some of these laws have been codified in state and federal statutes, while others rely on case law to protect individuals from invasions of privacy by others. However, given the rich history of privacy in common law cited by many legal scholars and jurists, many questioned the existence of a constitutional right to privacy that would protect individuals from invasion by government.

The U.S. Constitution does not explicitly guarantee or protect the right to privacy and Congress has not enacted laws providing a general right to privacy. However, the Court has recognized that the right to privacy is implicitly derived from fundamental constitutional guarantees that create zones of privacy.[[31]](#footnote-31) In *Griswold vs. Connecticut*, the Court discussed the existence of a number of rights that are not specifically stated in the Constitution or the Bill of Rights and that these rights are consistent with the spirit of the Constitution and are necessary in order to secure existing rights. [[32]](#footnote-32) Further, these rights, referred to as the penumbra of rights, are “formed by emanations from those guarantees that help give them life and substance” and these “[v]arious guarantees create zones of privacy.”[[33]](#footnote-33) For example, according to the Court, the Fourth Amendment’s “right of the people to be secure in their persons, houses, papers, and effects, against unreasonable searches and seizures” creates a zone of privacy that protects individuals from invasion by the government. The Court found that *Griswold* concerned a relationship lying within the zone of privacy created by several fundamental constitutional guarantees. It held that the Connecticut law forbidding the use of contraceptives violated the right of “marital privacy which is within the penumbra of specific guarantees of the Bill of Rights,” and therefore the law was unconstitutional.

Since *Griswold*, Congress has enacted a patchwork of laws that govern the use and protection of an individual’s privacy for specific purposes, in certain situations, or by certain sectors or types of entities. For privacy of individuals’ personal data, Congress has enacted “industry-specific laws that regulate the collection and protection of sensitive personal information.”[[34]](#footnote-34) For example, in 1968, Congress enacted the Omnibus Crime Control and Safe Streets Act, known as the Wiretap Act, prohibiting, except in certain circumstances, the unauthorized and/or nonconsensual interception of oral and wire communications by government agencies without obtaining prior judicial authorization.[[35]](#footnote-35) However, under 18 U.S. Code § 2518(7), prior judicial authorization is not required, if an investigative or law enforcement officer reasonably determines that an emergency situation exists that involves immediate danger of death or serious physical injury to any person, conspiratorial activities threatening the national security interest, or conspiratorial activities characteristic of organized crime that requires interception of wire and oral communications before judicial approval can be obtained.

In 1986, the Electronic Communications Privacy Act (ECPA) extended the Wiretap Act to include interception of computer and other digital and electronic communications, such as email, and also provided protection of wire, oral, and electronic communications when they are being made, are in transit, or stored on computers. As part of the ECPA, Congress enacted the Stored Communications Act of 1986 (SCA), which applies to providers of electronic communication services (ECS) and remote computing services (RCS). Providers of ECS to the public are prohibited from knowingly disclosing to any person or entity the contents of a communication while in electronic storage.[[36]](#footnote-36) RCS providers provide computer storage or processing services by means of an electronic communication system. Like ECS providers, providers of RCS to the public are prohibited from knowingly disclosing the contents of a communication which is carried or maintained by the RCS providers.[[37]](#footnote-37)

Public providers of ECS or RCS are also prohibited from disclosing a customer’s information or record to any government entity. However, a customer’s information can be disclosed in several situations, such as when the customer has consented to the disclosure. Also, a customer’s information can be disclosed to any person, but not to a government entity, unless the provider believes in good faith that an emergency involving danger of death or serious physical injury to any person requires disclosure without delay of communications relating to the emergency.[[38]](#footnote-38) Under the SCA, a government entity can obtain access to non-content information, such as a customer’s name, address, or means of payment, by obtaining a warrant or an administrative subpoena.[[39]](#footnote-39)

The Financial Services Modernization Act of 1999, referred to as the Gramm-Leach-Bliley Act (GLBA), requires financial institutions to respect their customers’ privacy and to protect the security and confidentiality of their nonpublic personal information.[[40]](#footnote-40) Financial institutions covered by the GLBA are not to disclose their customers’ nonpublic personal information to unaffiliated third parties unless they provide written or electronic privacy notices to their customers and inform them that they can opt out of having their information shared with third parties.[[41]](#footnote-41) However, financial institutions can disclose their customers’ nonpublic personal information to third parties for purposes, such as marketing the financial institutions own products and services.[[42]](#footnote-42)

The administration and enforcement of the numerous and separate privacy laws is carried out by several different federal agencies, rather than by one agency. One of the agencies is the Federal Trade Commission (FTC), which has described itself as “…the nation’s primary privacy and data security enforcer,” administers and/or enforces several privacy related laws, such the Children’s Online Privacy Act, the Video Privacy Protection Act, and the Gramm-Leach-Bliley Act.[[43]](#footnote-43) Also, using its authority under section 5 of the Federal Trade Commission Act of 1914 (FTC Act) to prohibit “unfair or deceptive acts or practices in or affecting commerce,” the FTC has taken legal actions against organizations that “have violated consumers’ privacy rights, or misled them by failing to maintain security for sensitive consumer information, or caused substantial consumer injury.”[[44]](#footnote-44)

In its first internet privacy case in 1998, the FTC alleged that the website, GeoCities, misrepresented that its members’ personal identifying information, such as occupation, age, and email addresses, would only be used to provide them with specific advertising offers, products, or services that they had requested and would not be released to anyone without the members’ requests. However, GeoCities had disclosed its members’ information to third parties, who used it to target members for solicitations beyond those agreed to by the members. Under a settlement agreement, GeoCities agreed to post a clear and prominent privacy notice telling consumers what information was being collected and for what purpose, to whom it would be disclosed to, and how they could access and remove their information.[[45]](#footnote-45)

Although prior to 2015 the FTC had asserted jurisdiction over the privacy practices of both internet service and content providers, in 2015, the Federal Communications Commission (FCC) asserted primary oversight over internet service providers by classifying broadband as a telecommunication service, rather than an information service, resulting in internet service providers being considered telecommunications carriers subject to the Communications Act and the FCC’s, not the FTC’s jurisdiction. Then, in 2016, the FCC promulgated privacy regulations specific to internet service providers. But prior to going into effect in 2018, Congress in 2017 repealed the regulations and the FCC re-classified broadband as an information service, thus effectively transferring jurisdiction over internet privacy back to the FTC.[[46]](#footnote-46)

**Privacy Laws in the United States - State**

Most states recognize the right to privacy and have enacted laws protecting an individual’s right to privacy with some states enacting laws protecting an individual’s data.[[47]](#footnote-47) For example, in 1972, California voters approved amending the state of California’s Constitution to include the right of privacy as an inalienable right. As amended, Article 1, section 1 of California’s Constitution provides that: “[a]ll people are by nature free and independent and have inalienable rights. Among these are… pursuing and obtaining safety, happiness, and privacy.” Besides recognizing a right to privacy, California and other states have either passed or considered laws protecting personal data, such as California’s Online Privacy Protection Act and Consumer Data Privacy Act.[[48]](#footnote-48)

California’s Online Privacy Protection Act (OPPA) requires individuals and entities that collect California residents’ personally identifiable information through internet web sites or online services for commercial purposes to post and comply with a privacy policy. Operators are required to disclose in their privacy policies the categories of personally identifiable information they collect on users and the third parties that information is shared with. Also, in their policies, operators must state how they respond to users’ Do Not Track requests and disclose that third parties may be tracking users’ activities on the web site.[[49]](#footnote-49)

In 2018, California enacted the Consumer Data Privacy Act (CDPA), effective in 2020, which gives individual Californian consumers several rights, including the right to *opt out* of a business selling their personal information to a third parties and the right to request a business to delete their personal information. Consumers can also request a business to disclose the categories and specific personal information it has collected about them, the source of the information, and the purpose for collecting their information.[[50]](#footnote-50) Further, businesses are prohibited from selling the personal information of consumers who are under the age of 16, unless the consumer is between 13 and 16 years of age and gives their consent or the parent or guardian of a consumer younger than 13 gives their consent.[[51]](#footnote-51) The CDPA applies to any business operating in California that collects consumers’ personal information and has either annual gross revenue exceeding $25 million, receives or discloses the personal data of 50,000 more California residents annually, or 50 percent of their annual revenue is from selling California residents’ personal information. The CDPA also applies to these businesses’ affiliates with whom they share a name, servicemark, or trademark.[[52]](#footnote-52) Businesses can be fined up to $2,500 for each violation or $7,000 for each intentional violation of the CDPA.[[53]](#footnote-53)

It is not uncommon for states, such as California, to impact the development of laws outside of that states jurisdiction. The “California Effect” refers to the spread of laws and regulations outside of the originating jurisdiction that influences other states, nations, and industries to conform with rules of the more or even the most restrictive state.[[54]](#footnote-54) The term comes from the impact the state of California had and continues to have on environmental and consumer regulatory standards for all other states,” the United States, and even other nations for.[[55]](#footnote-55) For example, after the enactment of Clear Act of 1970, which allowed the federal and state governments to enact rules to limit emissions, California enacted stricter environmental regulations than the federal standard. In order for auto companies to market and sell within California, they adopted California’s stricter, not the national emission standard. Also, California has had and continues to have an effect on protecting consumers’ privacy on the internet. For example, in 1998, 14 percent of internet websites posted privacy policy notices, but after California passed the OPPA in 2003, by 2011, 97 percent of websites had privacy policies.[[56]](#footnote-56) Despite the California Effect, under the doctrine of preemption, California and other states cannot promulgate privacy and other laws that are “inconsistent” with US federal laws without “explicit waiver” from the federal in the form of Congressional laws or court decisions.[[57]](#footnote-57) For example, as discussed below, some proposed Congressional internet privacy bills provide for preempting states’ internet privacy laws, and other ones do not.

It is worth noting that the California Effect is not limited to one state influencing the United States or other states, but one country can “externalize its regulations on other countries.” This is referred to as the “Brussels Effect,” recognizing that many rules and regulations that have originated in Brussels have “penetrated many aspects of economic life within and outside of Europe.”[[58]](#footnote-58) The Brussels Effect has been described as “[u]nilateral regulatory globalization” that develops when “a law of one jurisdiction migrates into another” without “the former actively imposing it or the latter willingly adopting it.”[[59]](#footnote-59) Like the state of California, because of the Brussels Effect, Europe has been able to have a “tangible impact on the everyday lives of citizens around the world” by setting “the global rules across a range of areas,” such as food, chemicals, individual privacy, and the internet.[[60]](#footnote-60) This raises some interesting questions of jurisdiction regarding the reach and influence of existing privacy laws.

**Jurisdiction**

Given the complexity and overlapping jurisdiction of international, regional, and domestic law, it is extremely difficult for an individual or a corporation to be able to navigate privacy law. This begs the question, is the move towards a single global privacy regime more desirable. Not everyone agrees. In the United States, fears remain regarding the extent to which the right to be forgotten might conflict with the First Amendment to the United States Constitution. Questions about the reach and legitimacy of the extra territorial jurisdictional provisions in the new European privacy laws have many concerned.

 The new European privacy laws extend an already rigorous system of protections to a greater volume of activity, covering more individuals by providing higher penalties and additional mechanisms of the enforcement. Fines can amount to as much as 4 percent of a company’s global revenues. The GDPR also creates a new and powerful pan-European privacy regulatory agency. Together the new law is more aggressive and more explicitly seeks to spread a specific understanding of the right to privacy to a greater portion of the globe. Of course, European corporations must comply, but more interesting and controversial questions arise for companies operating outside of the borders of Europe. In the past, corporations could structure their activities to avoid EU jurisdiction. This appears to be much more difficult under the new law and legitimate questions remain as to whether this is a good thing or not.

 Serious questions remain regarding whether any EU law can properly have extraterritorial effect outside the boundaries of Europe. There are long-standing legal rules on international jurisdiction that must be satisfied before regulatory agencies and courts can exercise jurisdiction over distant subjects. It appears that pure US media companies would have persuasive arguments against the jurisdiction of EU regulatory authorities and courts to enter orders against them, and a strong argument against the enforcement of such orders or subsequent fines.[[61]](#footnote-61) However, despite legal considerations there are significant reputational and practical issues that arise from resisting an order under the GDPR that companies will need to take into consideration.

Prior to the adoption of the GDPR, each EU member country implemented its own data privacy laws under the directive. The result was a patchwork of slightly divergent privacy protections in which companies could strategically select their country of affiliation based on the strength of their privacy laws. In this regard, the regulation sought to “harmoni[ze]” privacy laws in the EU by providing the consistent strong data protection for individuals across the EU. It also broadens the jurisdictional reach by covering data controllers and processors outside the EU if they offer goods and services to or monitor the behavior of EU data subjects. Further, these terms are all defined broadly to cover anything and everything.

Under international law there are several traditionally recognized bases for asserting jurisdiction, including the:

1. territoriality principle,
2. the nationality principle,
3. the passive personality principle
4. the protective principle, and
5. the universality principle.[[62]](#footnote-62)

With regard to our online conduct, states have also increasingly exercise jurisdiction under variations of these principles such as the objective territoriality test and the effects doctrine.[[63]](#footnote-63) In order to determine there applicability to issues of internet privacy, these principles will be discussed below.

***Territoriality and Nationality***

The territoriality and nationality principles are commonly invoked to permit states to assert jurisdiction over what happens within their borders as well as over acts committed by individuals and organizations of the state’s nationality even if those tasks take place outside the states physical territory.[[64]](#footnote-64) The “Objective territoriality principle,” is a variation of the traditional territoriality concept and permits a state to assert jurisdiction over acts that were initiated abroad but completed within a state’s territory, as well as where “a constitutive element of the conduct occurred” in the state.[[65]](#footnote-65) The jurisdictional test in the Directive appears to be a manifestation of the objective territoriality principle because it allows European regulators to assert jurisdiction over foreign websites or online service providers based solely on their use of equipment or the location of servers within the EU.[[66]](#footnote-66) But the GDPR goes further.

***Passive Personality and the Protective Principle***

 States can also assert jurisdiction for acts committed against their own citizens by foreigners. The passive personality principle permits states to exercise authority based on their connection to the victim of illegal conduct.[[67]](#footnote-67) This basis for jurisdiction has ordinarily been limited to serious crimes, such as terrorist attacks or assassinations, and not ordinary torts or misdemeanors.[[68]](#footnote-68) It occasionally has also been applied in the civil law context.[[69]](#footnote-69) The protective principle extends this idea to allow the state to protect itself rather than its citizens from harmful acts inflicted outside of its territory.[[70]](#footnote-70)

***The Effects Doctrine***

Under the so called “the Effects doctrine,” states can assert jurisdiction based on the fact that conduct taking place entirely outside of the state has substantial effects within the state.[[71]](#footnote-71) The concept is closely related to the objective territoriality idea, but it does not require that any element of the conduct being regulated actually take place within the territory of the state. The effects doctrine is generally regarded as the most controversial basis upon which to assert jurisdiction under international law.[[72]](#footnote-72) But despite criticism, it has become widely used with regard to the conduct over the Internet.[[73]](#footnote-73) And seems to be the closest to the basis of jurisdiction relied on by the GDPR.

**Reasonableness Analysis in international jurisdiction**

The fact that conduct or activity falls under one of these bases for jurisdiction is not the end of the analysis. There is a presumption in international law that the party seeking to assert jurisdiction has to further prove why it is reasonable to exercise extra territorial jurisdiction.[[74]](#footnote-74) The *Third Restatement of Foreign Relations Law* provides various factors for the courts to balance in making this determination. These factors include:

1. The link of the activity to the territory of the regulating state
2. The connection between the regulating state and the person principally responsible
3. The character of the activity
4. Expectations
5. The Importance of regulation to international political legal or economic systems
6. The extent to which the regulations consistent with international law
7. The extent to which another state may have an interest
8. The likelihood of conflict with regulation of another state

The concept of reasonableness described in the Third Restatement is also closely aligned with the legal doctrine of comity. Comity requires that states should generally avoid extraterritorial application of their laws against foreign citizens where those laws conflict. Where states have concurrent jurisdiction over an individual or a particular act, state should do a balancing test and defer to the state whose interests are clearly greater.[[75]](#footnote-75)

In Internet-related cases, determining whether a jurisdictional basis should be exercised can be quite complex. The courts may consider the place where the data controller is established, the place where the personal data is stored or processed, the place where the allegedly wrongful act occurs, the residents of the date subject, and the use of cookies or similar technologies in another state.[[76]](#footnote-76) Jurisdiction is based on the location of the data controller or the location where marketing email is received, the exercise of that jurisdiction tends to be accepted under the territoriality principle and effects doctrine.[[77]](#footnote-77) On the other hand, a more tenuous connection, such as the use of a single tracking cookie, might be viewed with greater skepticism.

 Ultimately, the strongest grounds for a regulator to assert jurisdiction over a non-EU publisher would be to base it on a combination of the objective territoriality principle, the passive personality principle, and the effects test.[[78]](#footnote-78) It could be argued that such an assertion of jurisdiction would nonetheless be unreasonable under the Third Restatement test or otherwise violate the principles of comity. A successful argument against the application of the GDPR would likely require showing that it conflicted with a US law or regulation, such as the First Amendment free speech and free press protections, and that the publishers free expression interests outweigh the European Union’s interest in safeguarding its citizens privacy rights. Such an argument could also be supported by the fact that is often difficult or impossible for a publisher to know, with certainty, the geographic location of a user of its services.

**What to Expect from Courts**

Under the bases for international jurisdiction described above, it seems likely that European courts could find that the GDPR’s jurisdiction does extend to US publishers with websites that employ standard Internet advertising practices.[[79]](#footnote-79) It is not clear how courts would balance the right to privacy, which is considered a fundamental human right in Europe, against freedom of speech, a foundational right enshrined in the US Constitution. Certainly, it is conceivable that a European court would order a US-based publisher to comply. However, one possible argument a publisher could make against a right to be forgotten case, would be to argue that in order to alter the contents of the newspaper is not a proportional response to the petitioner’s privacy concern. Proportionality is a cornerstone in EU law and has been invoked in every right to be forgotten case. The publisher could also argue that the GDPR can only apply to the personal data of the EU citizens that gave rise to the GDPR’s jurisdiction in the first place. Article 3 of the GDPR says that the regulation “applies to the processing of personal data … where the processing activities are related to: … the monitoring of [EU data subject] behavior as far as their behavior takes place within the union.”[[80]](#footnote-80) Construed narrowly, this would indicate that the GDPR applies only to the processing of personal Data use to monitor EU data subjects—in other words, it only applies to the data gathered through the use of monitoring strategies. If this is the case, then any enforcement action under the GDPR could not extend to the contents of the published articles.

Even if a European court were to issue an order to a US publisher, it’s unlikely that a US court would enforce an order that violates the First Amendment. Any right to be forgotten order directed at a newspaper would almost certainly be argued to be in violation of the First Amendment. In general, freedom of press can only be restricted to “prevent graven immediate danger to interest which the state may lawfully protect.” Further, the First Amendment protects the publication of “lawfully obtained truthful information about a matter of public significance … absent a need … of the highest order.”

Even if the GDPR is applicable to certain conduct of US companies under international law, penalties for violating the law may not actually be enforceable. The ability under international law to exercise jurisdiction over an individual through its courts is, also, limited by whether it is “reasonable.”[[81]](#footnote-81) Section 421 of the *Third Restatement of Foreign Relations Law* also lays out the criteria for reasonableness in this area.[[82]](#footnote-82) A foreign companies permanent physical presence in the state would likely qualify as reasonable grounds to assert jurisdiction, but exercising jurisdiction over a company located entirely outside the EU whose the use of browser cookies to track individuals in the EU would likely be viewed with greater skepticism.[[83]](#footnote-83) A European regulator could attempt to assert jurisdiction based on the effects of that monitoring within the state, but the publisher has a plausible argument that the use of cookies does not have a “substantial, direct, and foreseeable” effect and that it would therefore be unreasonable to assert jurisdiction on the basis of cookies alone.

Under the doctrine of comity, US courts will generally grant extraterritorial effect to the valid judgments of foreign courts. However, a US court must be satisfied the foreign court properly has jurisdiction. It is likely a European right to be forgotten order under the GDPR would be unable to satisfy this requirement. Even if the US court finds that the foreign court did have jurisdiction, comity does not extend to orders that are found to be contrary to public policy. Among the policy issues that are considered grounds for refusal to enforce foreign orders are those that implicate constitutional rights.[[84]](#footnote-84) For example, when a foreign judgment is one that would violate the First Amendment, courts have found that it violates public policy and is thus unenforceable. On this basis, courts have consistently refused to enforce UK orders related to libel, because English libel law is considered to be antithetical to First Amendment doctrine.[[85]](#footnote-85) An order or fine under the GDPR related to the right to be forgotten would almost certainly violate the First Amendment, and a US Court would likely refuse to enforce such an order from an EU court.

There are additional statutory arguments that support the position that any penalty would be unenforceable under US law. The Securing the Protection of our Enduring an Established Constitutional Heritage (SPEECH) Act was enacted in 2010 to codify the common law presumption against enforceability of foreign libel judgments in US courts. Although the speech act has rarely been invoked since its passage, its legislative history offers some evidence that Congress intended to prevent US courts from enforcing foreign laws that violate the First Amendment.[[86]](#footnote-86) Nevertheless, serious questions remain about the applicablility of the GDPR and other foreign laws to conduct that happens beyond a states borders. This is likely to further complicate current efforts to address privacy today, as will be addressed in the next section.

**Privacy Today**

As discussed above, the Brussels Effect has been and continues to be a vehicle for the Europe Union to set the tone globally for regulating privacy and being able to export privacy laws that are more stringent than the United States’ and other nations’ laws. For example, after the EU adopted the DPD in 1995, over 30 countries adopted EU-type privacy laws. Although there may be “…very little the United States can do to stop the EU from regulating…” areas such as internet privacy, the US, States, US businesses, and individuals have not chosen to do nothing in response to the EU adopting the “stringent privacy law with an extraterritorial reach,” the GDPR.[[87]](#footnote-87)

**US Businesses**

US companies have responded in different ways to the GDPR. Some US companies have pulled out of the EU market or blocked their websites from EU consumers, rather than “risk falling foul” of the GDPR or believing that the potential risks outweigh the benefits of operating in the EU. For example, in 2018, Drawbridge, which creates profiles of consumers to track them across various devices, announced that it was closing advertising business in the EU because it was unclear how the digital ad industry would ensure consumer consent.[[88]](#footnote-88) When the GDPR became effective, Payver, a dash cam application that collects data on roads and signs by paying people to film streets as their driving, discontinued its EU service and tweeted “‘Sorry European Payver users… Talk to your lawmakers…’”[[89]](#footnote-89) Even though Steel Roots, a Boston-based cyber security and compliance business, did not market to EU consumers it began blocking EU visitors to its site out of concerns that it would become subject to the GDPR if they bought its products or services.[[90]](#footnote-90)

Some video game makers blocked EU users from accessing some of their older video games because it was not worth the investment to update the games to meet GDPR requirements. According to Uber Entertainment’s chief executive, Jeremy Ables, the company shut down its game, Super Monday Night Combat, because large parts of the game would have to be re-written to comply with the GDPR. Rather than pulling out of the EU or blocking users, other companies moved forward with efforts to comply with the GDPR. For example, in 2018, Microsoft had more than 1,600 engineers working on projects related to the GDPR.[[91]](#footnote-91)

Other companies have tried to become more transparent in response. In order to comply with the GDPR, Acxiom, a data broker that provides information on more than 700 million people culled from sources such as voter records and vehicle registrations, revised its US and European online portals so that consumers can see what information Acxiom has about them. According to Acxiom’s chief data ethics officer, Shelia Colclasure, the GPDR “‘will set the tone for data protection around the world for the next 10 years.’”[[92]](#footnote-92) Two years prior to the effective date of the GDPR, Pitney Bowes, which powers location analytics and ecommerce sites in 100 countries for companies like Zillow ran 20 privacy risk assessments to analyze how data was collected and broken out in Europe as compared to the US. By 2018, it had completed more than 90 assessments and had a specific group in its marketing department that focused on determining what data met the GDPR’s consent requirements.[[93]](#footnote-93)

Facebook and other social media companies have modified there terms of service in an effort to comply with the GDPR. In 2018, Facebook announced plans to add a privacy center feature where users could choose what advertisers can collect from them and double the number of its employees that focus on safety and security to 20,000 by the end of 2018.[[94]](#footnote-94) In a 2018 blog post, Facebook described some of its GDPR compliance methods, such as asking users to agree to updated terms of service and data policy and if they wanted Facebook to use data from its partners, and allowing facial recognition technology.[[95]](#footnote-95) In 2017, Google also revamped its privacy dashboard to be more user-friendly.[[96]](#footnote-96) It also created a website that details how all of its businesses, like AdWords, DoubleClick, and AdSense, collect information to target ads and personalize users’ experiences.[[97]](#footnote-97)

As discussed further below, because of the GDPR and California’s CDPA, some US companies, especially tech companies, have shifted from warding off federal legislation on privacy to “working with policy makers to help shape potential new federal privacy legislation.”[[98]](#footnote-98) For example, in a 2018 statement, Facebook stated that it was “‘working with policy makers to craft privacy legislation that protects consumers, ensures people are in control of their information and promotes responsible innovation.’”[[99]](#footnote-99) Christopher Padilla, an IBM vice present stated that the tech industry “‘is recognizing that doing nothing is not an option. Business is playing a more active role…That’s crucial because if we don’t do something in collaboration with government, none of us will like what’s done to us.’”[[100]](#footnote-100)

**Congressional Privacy Proposals**

Partially in response to the enactments of the GDPR and California’s CDPA, as well as data privacy scandals such as the disclosure of Facebook users’ information to Cambridge Analytica, several federal online data privacy bills were introduced in Congress in 2018 and 2019 and hearings were held by several committees, such as the FTC’s April 2019 hearings on Competition and Consumer Protection in the 21st Century. Some of the bills provide for comprehensive federal privacy bill, others provide a general set of duties, and others pre-empt state privacy laws while others do not. As an example of a proposal for a comprehensive federal privacy law, in November 2018, Senator Ron Wyden (D-Oregon) introduced the Consumer Data Protection Act (CDPA), which has been described as mirroring the GDPR and if passed it “would overhaul privacy protections on par with” the GDPR.[[101]](#footnote-101) Under the CDPA, companies that generate over $50 million in annual revenue and collect personal information on over one million consumers would be required to comply with a minimum set of privacy and cybersecurity policies established by the FTC. Like the GDPR, violators of the CDPA could be assessed civil penalties of up to $50,000 per violation and 4 percent of their total gross revenue.[[102]](#footnote-102)

Specifically, companies would be required to establish and implement cyber security and privacy policies, practices, and procedures to protect personal information used, stored, or shared from improper access, disclosure, exposure, or use.[[103]](#footnote-103) Companies would also be required to assess the impact their high-risk automated decision and information systems have on accuracy, fairness, bias, discrimination, privacy, and security.[[104]](#footnote-104) Further, companies with annual revenues exceeding $1 billion or data on more than 50 million consumers would be required to file annual reports with the FTC detailing whether or not the company complied with the CDPA and senior executives, like CEOs, who certify false statements in the reports could be fined up to $5 million and/or imprisoned up to 20 years.[[105]](#footnote-105)

Under the CDPA, a “Do Not Track” data sharing opt-out website would be created that would allow consumers to opt out of third-party companies tracking them on the web by sharing and selling their data, or targeting advertisements based on their personal data. However, companies would be able to charge consumers, who want to use their products and services, but not have their information monetized.[[106]](#footnote-106) Also, consumers would have the right to request, review, and challenge inaccuracies in their personal information collected and stored by companies,[[107]](#footnote-107) much like under the GDPR. However, the bill does not preempt other state privacy laws. It also authorizes the creation of a Bureau of Technology within the FTC and the appointment of additional personnel in the FTC’s Division of Privacy and Identity Protection of the Bureau of Consumer Protection and its Enforcement Division.[[108]](#footnote-108)

Instead of a comprehensive law like the GDPR, the Data Care Act (DCA), which was introduced in 2018 by Senator Brian Schatz (D-Hawaii) and 14 other Senators, requires online service providers to meet duties of care, loyalty, and confidentiality.[[109]](#footnote-109) Under the first duty, the duty of care, online providers would be required to reasonably secure individuals’ identifying data, such as their Social Security, passport and credit card numbers, user names and passwords, finger prints, and other unique biometric data, from unauthorized access and promptly notify them of a breach of their sensitive data.[[110]](#footnote-110) The second duty, the duty of loyalty would prohibit providers from using users’ identifying data in any way that would benefit the provider to the detriment of the users and would result in foreseeable and material physical or financial harm or would be unexpected and highly offensive to them.[[111]](#footnote-111) Finally, under the duty of confidentiality, providers would be prohibited from disclosing or selling users’ identifying data with any other person except as would be consistent with the duties of care and loyalty or the other person enters into a contract with the providers agreeing to comply with the DCA’s three duties.[[112]](#footnote-112) The FTC, state attorneys general, and state consumer protection officers would be authorized to enforce the DCA.[[113]](#footnote-113) About the bill, Senator Schatz stated that it would “…help make sure that when people give online companies their information, it won’t be exploited.”[[114]](#footnote-114) Online service providers that violate the DCA would be liable to for civil penalties equal to the amount calculated by multiplying the greater number of days they were in violation of the act or the number of users who were harmed by the violation, but not in excess of applicable penalties under the FTC Act.[[115]](#footnote-115) The DCA is not meant to modify, limit, or supersede the operation of any other federal or state privacy or security statutes and regulations.[[116]](#footnote-116)

The Social Media Privacy Protection and Consumer Rights Act (SMPP), which was re-introduced in 2019 by Senators Amy Klobuchar (D-Minn.) and John Kennedy (R-La.), would require online platform operators to inform users prior to creating an account or using the platform that unless they opt-out, their personal data produced during their online behavior will be collected and used by the operator and third parties.[[117]](#footnote-117) However, operators would be able to deny certain services or complete access to users if the users’ privacy elections creates inoperability in the platform.[[118]](#footnote-118) The SMPP defines personal data as individually identifiable information, including email addresses, telephone numbers, protected health information, the content of messages, and geolocation information.[[119]](#footnote-119) Under the SMPP, operators would have to disclose how they will use users’ personal data, their internal policies for using the data, and their employees and contractors access to the data.[[120]](#footnote-120) Also, operators would be required to offer users, free of charge and in an electronic and easily assessable format, copies of their personal data that the operator had processed and to notify users within 72 hours of becoming aware that users’ data had been transmitted in violation of the security platform.[[121]](#footnote-121) Further, the operators would have to provide users with the terms of service in a form that is easily accessible, of reasonable length, clearly distinguishable from other matters, and uses clear, concise, and well organized language.[[122]](#footnote-122) At least once every two years, the operators would be required to audit the privacy or security program of their online platform (SMPP § 3(d)).

Lastly, in 2019, Senator Marco Rubio (R-FL) introduced the American Data Dissemination (ADD), which would preempt states’ privacy laws and require the FTC to submit detailed recommendations and regulations for privacy requirements that Congress could impose on internet providers that would be substantially similar to the requirements applicable against agencies under the Privacy Act of 1974, that Congress would be able to impose on private corporations.[[123]](#footnote-123) If Congress did not enact a law based on the FTC’s recommendations, the FTC could put into effect its own privacy rules.[[124]](#footnote-124) This, like all of the federal proposals, would be a move towards comprehensive privacy regulations with an emphasis on business and their responsibility to consumers. Yet, serious questions remain about the desirability of a one-size-fits-all solution, even within the US.

**Conclusion**

Modern technology increasingly blurs the line between what is public and private. The dominance of cell phones and computers have significantly changed the ways in which we live our lives and share information about ourselves. Social media, and the numerous scandals involving the use of data obtained through social media for ulterior purposes, force us to consider the value of privacy and the implications of the decisions we make. With the passage of the GDPR and it’s attempts to establish extraterritorial jurisdiction, greater privacy regulations in the US seem necessary, and perhaps inevitable. However, the difficult tasks lie ahead.

 The literature surrounding privacy makes clear the privacy is not easy to understand or define. It is beyond the reach of this paper to discuss the various ways it has been defined in different contexts. Suffice to say, privacy is a complex social practice that differs over time and space. Is it possible for comprehensive privacy laws, such as the GDPR, to recognize cultural diversity and disagreements about the nature of privacy and how it should be balanced against competing values? In this regard, privacy seems more local than global. Without the ability to account for differences, comprehensive privacy reforms are unlikely to be able to respond to the needs of individuals within the different social, political, and economic systems around the world.

 In the US, freedom of speech and the emphasis on business interests are just two of the many ways in which privacy is approached much differently. This has made it difficult for multinational corporations to navigate. In the past, corporations could modify their behavior by relocating facilities and equipment to avoid enforcement of the strictest laws. Although questions remain, this is more difficult under the GDPR, which has forced some larger corporations to spend considerable amounts of money in an effort to comply. Nevertheless, significant penalties have already been imposed.

In January 2019, the French regulator, the National Data Protection Commission (CNIL), fined Google 50 million Euros ($56.8 million US) for violating “the essential principles of the GDPR: transparency, information and consent.”[[125]](#footnote-125) The CNIL stated that the information Google provided users was not easily accessible, clear, or comprehensive and users were not able to fully understand the extent of the processing operations carried out by Google. For example, the purposes of processing data and the categories of data processed for these purposes were “described in a too generic and vague manner.”[[126]](#footnote-126) Also, the CNIL stated that Google users’ consent to process data for ads personalization purposes was not validly obtained as they were not sufficiently informed and their consent was neither specific nor unambiguous.

The stakes are high for corporations and individuals alike. Companies will be required to figure out how to comply with strict data privacy laws, or face significant fines, as legislatures struggle to balance privacy against other competing values. Individual privacy will continue to be sacrificed as US policymakers seek to protect corporations from unnecessary restrictions that might impact their ability to make profits and access markets. In the end, the United States is a capitalist economic system that relies on a vibrant network of private corporations that have a considerable influence on the creation of laws, as well as their enforcement. It is unlikely that meaningful privacy reforms will succeed until Americans, and they’re lawmakers recognize the fundamental nature of the right to privacy for human flourishing.
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